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§ Public RDF corpus of anonymized COVID-19-related tweets
§ Spanning period: October 2019 – April 2020
§ More than 8 milion original tweets in English
§ Posted by more than 3,6 milion users 
§ 268 COVID-19 related keywords
§ Pre-computed features:

§ Entity extraction and linking (Blanco et al., 2015)

§ Sentiment analysis (Thelwall et al., 2017)

§ Dataset is available as N3 and TSV files registered with 
Zenodo1

§ Everything about TweetsCOV19 
at https://data.gesis.org/tweetscov19

TweetsCOV19

1Erdal Baran, & Dimitar Dimitrov. (2020). TweetsCOV19 - A Semantically Annotated Corpus of Tweets 
About the COVID-19 Pandemic [Data set]. Zenodo. http://doi.org/10.5281/zenodo.3871753

https://data.gesis.org/tweetscov19


§ Interdisciplinary research 
§ Discourse Data for Policy (DD4P)
§ Solidarity in the COVID-19 pandemic (SAFE19)

§ Spreading of diseases(Sloan et al., 
2013)

§ Earthquake detection (Sakaki et al. 
2010)

§ Deriving demographic 
characteristics (Sloan et al., 2013)

Most Research Requires Geotagging

Goal: Enriching knowledge bases with geolocation information



§ Status quo of geotagging
§ Only 1% of tweets are geotagged (Sloan et al., 2013)

§ Variety of pre-trained geotagging models (Lau et al., 2017), (Rahimi et al.,2015) and many 
others

§ Vocabulary shifts and training data freshness issues (Hombaiaha et al., 2021)

§ RQ: How do established pre-trained geotagging models perform 
compared to models trained using fresh data, i.e., COVID-19 discourse 
data?

This Work: Status Quo and Problem



§ Extracting geolocation data from TweetsCOV19
§ Geotagging algorithms (DeepGeo vs. GeoLocation)
§ Evaluation metric
§ Experiment 1: Vocabulary shifts and training data freshness 

§ Model accuracy per error distance
§ Influence of tweet length

§ Experiment 2: Geo-coverage for TweetsCOV19
§ Unique cities and countries
§ Number of tweets per country

Approach and Experiments



§ 229,045 tweets from 147.902 unique users
§ 11,311 tweets with populated „geo“ metadata field
§ 217,734 tweets with populated „place“ metadata field

§ Dataset is available as a TSV file registered with 
Zenodo2 

§ Each line contains tweet ID, latitude, longitude, 
country, state, county, city information

Extracting Geolocation Data from TweetsCOV19

2Segeth, Dennis, & Dimitrov, Dimitar. (2021). TweetsCOV19 - Geolocation Data (Part 1, October 2019 -
April 2020) [Data set]. Zenodo. https://doi.org/10.5281/zenodo.4986365

“place” – JSON example

“geo” – JSON example

TweetsCOV19 - Geolocation Data 



§ DeepGeo predicts the tweet location
§ DeepGeo is a tweet text-based approach
§ Accepts specific attributes from the metadata, i.e., 

“tweet creation time”, ”account creation time”, 
“UTC offset”,  “timezone”,  "location“

§ Comes with 12 pre-trained models
§ DeepGeo + Noise adds Gaussian noise to sharpen 

the activation values

Geotagging Algorithms

§ GeoLocation predicts the user’s home location
§ GeoLocationLR: tweet text-based approach
§ GeoLocationLP : social network approach

§ unidirected mentions (@user)
§ GeoLocation Hybrid: combines GeoLocation LR 

and LP 
§ removed “celebrity“ nodes

GeoLocation (Rahimi et al.,2015) DeepGeo (Lau et al., 2017)



Evaluation Metric
§ Acc@d - percentage of predictions with an error 

distance (ED) ≤ d
§ ED is the distance in kilometer between the 

predicted and the true geocoordinates
§ Acc@161km (~100milles) commonly used (Zhiyuan et 

al., 2010) 

§ We experiment with 𝑑 ∈ 25, 50, 100, 161 km
§ To make DeepGeo and GeoLocation comparable, 

we assign the predicted user home location to all 
user’s tweets



Results: Accuracy per error distance

Finding: Pre-trained models achieve solid results for Acc@161 while “fresh” ground truth can 
improve accuracy at Acc@25



Results: Influence of tweet length

Finding: With small exceptions, longer tweets are easier to geotag



§ Unique countries and cities (pre-trained)

Geo-coverage for TweetsCOV19

§ Number of tweets per country (pre-trained) 

Finding: GeoLoc Hybrid 
exhibits the highest number 
of unique cities and countries 

Finding: GeoLocLP assigns 
predominantly geolocations 
in the US and “misses” cities 
in Germany and Italy



1. Language changes faster than locations change their names
2. Fresh ground truth can improve Acc@25 (city-level)
3. DeepGeo outperforms GeoLocation in terms of Acc@d
4. GeoLocation(Hybrid) shows the highest geographic coverage

Take away: Methods and training data-based biases must be 
stated when enriching knowledge bases 
Ethics: Geotagging can violate user privacy!

Summary: Our Results
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TweetsCOV19: USA County-level Coverage

DeepGeo+Noise TweetsCOV19 DeepGeo+Noise Pre-trained



TweetsCOV19: Global Coverage

DeepGeo+Noise TweetsCOV19 DeepGeo+Noise Pre-trained


